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#### Abstract

This paper describes a new computer-aided engineering system for multidisciplinary structural design. An automatic finite element mesh generation technique, based on fuzzy knowledge processing and computational geometry, is incorporated into the system, together with one of the commercial finite element analysis codes. A bubble is generated if its distance from existing bubble points is similar to the bubble-spacing function at the point. The bubble-spacing function is well controlled by fuzzy knowledge processing. The Delaunay method is employed as a basic tool for element generation. Automatic finite element generation for three-dimensional MEMS holds great benefits for analyses. An optimum design solution or satisfactory solutions will be automatically searched using the genetic algorithms modified for real search space, together with the automated finite element analysis system. A novel CAE system was developed, and successfully applied to the shape design of a micro accelerometer based on a tunneling current concept.
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## 1. Introduction

Nuclear-reactor structural components such as pressure vessels and piping are typical examples of very-large-scale artifacts; micromachines, contrastingly, are typical examples of very-small-scale artifacts. Micromachine artifacts are extremely novel, and boast a variety of special characteristics. Utilizing their tiny dimensions ranging roughly from $10 \mu \mathrm{~m}$ to $10^{3} \mu \mathrm{~m}$, micromachines can perform tasks that would be impossible for conventional artifacts [1]. The design of micromachines is (a) multi-disciplinary, (b) strongly interactive among design subprocesses including design specification, conceptual design and detailed design, and (c) requires a designer dealing with the microscopic world to have the very unique empirical knowledge that is valid there. Micromachines have to be designed and evaluated in consideration of the coupled physical phenomena to which they are related. Much trial and error then, is indispensable. Such situations make it very difficult to find a satisfactory or optimized solution for practical structures such as micromachines, though numerous optimization algorithms have been studied [2].
Numerical simulation methods such as the finite element (FE) method, products of the dramatic strides made in com-

[^0]puter technology, are recognized as key tools for practical design and analysis. Computer simulations allow for relatively quick and easy testing of new designs and iterative optimization of existing designs. And computer simulation is particularly essential to micromachine design, given the great difficulty of measuring and analyzing physical phenomena in the microscopic realm. Unfortunately, conventional computational analysis of micromachines remains labor-intensive, and is especially challenging for ordinary designers and engineers, who are obliged to find satisfactory optimized solutions, utilizing conventional computer simulations tools.

SENSIM [3], FastCap [4], MEMCAD [5] and CAEMEMS [6] are the CAD/CAE systems that have been developed for micromachines thus far. SENSIM allows for the modeling of silicon piezoresistive or capacitive pressure sensors of multiple thin films, and for the calculation of their stress and deflection as a function using finite different solutions. FastCap is a boundary element analysis program, and MEMCAD is an integrated CAD system incorporating structure generation software. CAEMEMS enables parametric modeling of devices, employing one of the commercial FE codes, ANSYS. One module of CAEMEMS is specially developed for the diaphragm of pressure sensors. In these systems, FE codes for simulation of micromachine behaviors play very important roles. To further improve the efficiency of design processes for actual micro structures of arbitrary geometry, it is indispensa-


Fig. 1. System configuration.
ble that they be subject to fully automated FE modeling and analysis. In addition, CAD/CAE systems for micromachines have to possess some mechanisms to efficiently search satisfactory optimum design solutions, considering all related phenomena as well as the design requirements of micromachines.

The present authors developed a new computer-aided engineering system for multidisciplinary structural design into which an automatic FE mesh generation technique, based on fuzzy theory [7, 8] and computational geometry, together with one of commercial solid modelers, is incorporated. In the present study, to support the FE analysis system, which requires such special mesh, automatic bubble mesh generation was combined with the automatic mesh generation system. Additionally, the authors derived the concept of an automated design system for multidisciplinary phenomena, which works in conjunction with various soft-computing and intelligent simulation techniques such as neural networks and genetic algorithms (GA). This system can help to effect significant improvement in the quality of final design solutions. It was applied to the design optimization of a novel tunnel current based on a micro accelerometer.

## 2. Outline of system

The present system configuration is illustrated in Fig. 1. To efficiently support design processes for practical structures such as micromachines, the automatic finite element system, which is based on fuzzy knowledge processing and computational geometry techniques, is integrated with a GA. By integrating a GA-based optimizer, the system allows automatic searching for optimum design solutions. Also, the system allows for automatic generation of a multi-dimensional design window in which a number of satisfactory design solutions existing multilayer neural networks can be searched [9]. Most of the components of the present system, excepting the FE program, are constructed on personal computer using the $\mathrm{C}++$ language.

### 2.1 Finite element analyzer

The one of the commercial geometric modelers, is em-


Fig. 2. Example of node density function.
ployed for 3D solid structures. Material properties and boundary conditions are directly attached to the geometric model by clicking the model's-loops or edges using a mouse, and then by inputting the actual values.

In the present system, nodes are first generated, and then an FE mesh is built. In general, it is not so easy to effectively control element size for a complex geometry. An example of the node density function [7] is shown in Fig. 2. A node density distribution over an entire geometric model is constructed as follows. The present system stores several local node patterns, such as the pattern suitable to capture stress concentration, the pattern to subdivide a finite domain uniformly, and the pattern to subdivide a whole domain uniformly. A user selects some of those local node patterns, on the basis of their analysis purposes, and designates their relative importance and location.

Node generation is a time-consuming process in automatic mesh generation. In the present study, bubble meshing [8] was adopted to generate nodes satisfying the node density distribution over the entire analysis domain.

Bubble meshing can be summarized as a two step sequence: (1) packing circles or spheres, called bubbles, closely in a domain; (2) connecting their centers by Delaunay triangulation, which, avoiding small angles, selects the best topological connections for a set of nodes.

### 2.1.1 Bubble packing

The key element of bubble meshing lies in the first step, that is, the optimization of mesh node locations by close packing bubbles. By this method, bubbles move in a domain until forces between them are stabilized, and Delaunay triangulation is then applied to generate a mesh connecting the nodes defined by the bubble packing. A repulsive or attractive force much like an intermolecular van der Waals force is assumed to exist between two adjacent bubbles. A globally stable configuration of tightly packed bubbles is determined by solving


Fig. 3. Schematics of Delaunay triangulation, Voronoi polygons, and packed bubbles.


Fig. 4. Bubble mesh procedure.
the equation of motion. The novelty of this method is that the close packing of bubbles forms a pattern of Voronoi polygons, corresponding to well-shaped Delaunay triangles. Fig. 3 shows this relationship for a uniform node-spacing case. Fig. 4 shows the procedure of the bubble packing method. Bubble meshing generates a two-dimensional triangular mesh (a) solving the equation of motion on vertices, edges, and faces (or loops), in that order, and (b) generating a triangular mesh by connecting the center points of the bubbles by Delaunay triangulation. Similar steps are applied to the generation of three-dimensional tetrahedral meshes. In this procedure, the mesh density is needed in order to determine the radius of the bubbles. To handle general bubble spacing, we adopted bubble density distribution function.

### 2.1.2 Dynamic bubbles

A force function $f(r)$ between two adjacent bubbles is shown in Fig. 5.
If $f(r)=r_{0}, r_{0}$ is defined as

$$
\begin{equation*}
r_{0}=0.5\left(d_{i}+d_{j}\right) \tag{1}
\end{equation*}
$$

where $d_{i}, d_{j}$ denote the diameters of two adjacent bubbles.
The two bubbles are defined as being at a stable distance. If $f(r)$ is larger than zero, a repulsive force is assumed to exist between the two bubbles, and if $f(r)$ is smaller than zero, an attractive force is assumed to exist between them. The kinetic equation is written as follows:

$$
\begin{equation*}
m_{i} \frac{d^{2} s_{i}}{d t^{2}}+c \frac{d s_{i}}{d t}=f_{i}, \quad i=1,2, \ldots, n \tag{2}
\end{equation*}
$$



Fig. 5. Interbubble proximity-based forces.
where $m_{i}$ denotes the mass of a bubble, $c$ the coefficient of viscosity, $s_{i}$ the position vector of the bubble center, $n$ the total number of bubbles and $f_{i}$ the resultant force acting on the $i$-th bubble. The system of Eq. (2) describes the process of physical relaxation, which eventually moves the bubbles to their proper equilibrium positions. The force $f_{i}$, which depends on the position $x_{i}$ and the distances from its center to the centers of the neighboring bubbles, is modeled by the van der Waals force. Let $r$ denote the distance between the centers of two adjacent bubbles. Then, van der Waals reactions on the bubbles, as shown in Fig. 5, are approximated by the $3^{\text {rd }}$-order polynomials [10]:

$$
\begin{align*}
& f(r)=\left\{\begin{array}{cc}
a r^{3}+b r^{2}+c r+d, & 0 \leq r \leq 1.5 r_{0} \\
0, & r<0, \\
1.5 r_{0}<r
\end{array}\right.  \tag{3a}\\
& f\left(r_{0}\right)=0, f\left(1.5 r_{0}\right)=0, f^{\prime}(0)=0, f^{\prime}\left(r_{0}\right)=-k_{0} \tag{3b}
\end{align*}
$$

where $f(r)$ indicates the magnitude of the force between the two neighboring bubbles, and $k_{0}$ is the linear elastic constant at the equilibrium distance $r_{0}$. Note that the force at $r=0$ is not infinite in this model, and the forces are activated within a limited distance $\left(r<1.5 r_{0}\right)$. The finite force at $r=0$ prevents a singular case in which the centers of bubbles coincide with each other. To reduce the calculation time, only the bubbles within a limited distance $\left(r<1.5 r_{0}\right)$ are considered in the present bubble packing method.

The initial forces $f_{i}(r)$ are defined from the initial bubbles, and the final positions should be determined by enforcing the system of Eq. (2) via iteration until the equilibrium state is reached, i.e.,

$$
\begin{equation*}
f_{i}=0(i=1,2, \ldots, n) . \tag{4}
\end{equation*}
$$

We employ the $4^{\text {th }}$-order Runge-Kutta method to solve the system of Eq. (2). In this way, the optimized bubble configuration is obtained. In the process of the optimization, the population of bubbles is adaptively controlled using the fuzzy knowledge process. That is, excess bubbles that significantly overlap their neighbors are removed, and new bubbles are added around open bubbles that lack the appropriate number of neighboring bubbles. After the optimization of the bubble configuration, a triangular mesh is generated by Delaunay triangulation.

### 2.1.3 Control of bubble patterns by fuzzy knowledge

In this section, the process of connecting locally optimum bubble images is dealt with using the fuzzy knowledge processing technique. Performances of automatic mesh generation methods based on node generation algorithms depend on how node spacing functions or node density distributions are controlled, and on how nodes are generated. The basic concept of the present mesh generation algorithm originates from the imitation of mesh generation processes conducted by human experts using finite element analyses. One of the aims of this algorithm is to make such experts' techniques accessible to beginners.
In the present method, field A close to the hole and field B close to the crack-tip are defined in terms of the membership functions used in the fuzzy set theory. In practice, the membership function can be expressed as $\mu(x, y)$ in this particular example, and in 3D cases it is a function of 3D coordinates, i.e. $\mu(\mathrm{x}, \mathrm{y}, \mathrm{z})$. This procedure of node generation, i.e. the connection procedure for both node patterns, is summarized as follows :

- If $\mu_{A}\left(x_{p}, y_{p}\right) \geq \mu_{B}\left(x_{p}, y_{p}\right)$ for a node $p\left(x_{p}, y_{p}\right)$ belonging to pattern A , then node p is generated; otherwise p is not generated.
- If $\mu_{\mathrm{A}}\left(\mathrm{x}_{\mathrm{q}}, \mathrm{y}_{\mathrm{q}}\right) \geq \mu_{\mathrm{B}}\left(\mathrm{x}_{\mathrm{q}}, \mathrm{y}_{\mathrm{q}}\right)$ for a node $\mathrm{q}\left(\mathrm{x}_{\mathrm{q}}, \mathrm{y}_{\mathrm{q}}\right)$ belonging to pattern B , then node q is generated; otherwise q is not generated.

It is apparent that the above algorithm can be easily extended to 3D problems and any number of node patterns. In addition, since finer node patterns are generally required to be placed near stress concentration sources, it is convenient to let the membership function correspond to bubble density as well.

### 2.1.4 Element generation

The Delaunay triangulation method $[11,12]$ is utilized to generate tetrahedral elements from numerous bubbles given in a geometry. The speed of element generation by the this method is proportional to the number of nodes.

In this system, after all of the bubbles are generated in the analysis domain and on its boundary, the system creates triangular (in 2D) or tetrahedral (in 3D) elements.
If this method is utilized to generate elements in a geometry of indented shape, elements are inevitably generated even outside the geometry. However, such mis-matched elements can be removed by performing the $\mathrm{IN} /$ OUT check [13] to determine their gravity center points. In addition, it is necessary to avoid the generation of those mis-matched elements crossing domain boundaries, by setting the node densities on the edges slightly higher than those inside the domain near the boundaries.

### 2.2 Design window search engine

The Design Window (DW) is a schematic drawing of an


Fig. 6. Design Window in 2D parameter space.
area for satisfactory solutions in a permissible multidimensional design parameter space. The DW seems more useful in practical situations than one optimum solution determined under limited consideration. Among several algorithms, the Whole-area Search Method (WSM) is employed here. As shown in Fig. 6, a lattice is first generated in the design parameter space empirically determined by a user. All of the lattice points are then examined one by one to determine whether they satisfy the design criteria or not. The WSM is the most flexible and robust, but the number of lattice points to be examined tends to be extremely large. Therefore, the present authors used a novel method to efficiently search the DW using the multilayer neural network [9].

This method consists of three subprocesses. First, using the automated FE system, numerous FE analyses are performed to prepare training data sets and test data sets for the neural network, each of which is a coupled data set of assumed design parameters vs. calculated physical values. The neural network is then trained using the training data sets. Here the design parameters assumed are given to the input units of the network, while the physical values calculated are shown to the output units as teacher signals. A training algorithm employed here is backpropagation.

After a sufficient number of training iterations, the neural network can imitate a response of the FE system. That means, the well trained network provides some appropriate physical values even for unknown values of design parameters. Finally a multi-dimensional DW is immediately searched using the well trained network together with the WSM.

### 2.3 Modified GA

In optimum or satisfactory design problems of modern artifacts such as nuclear-reactor structural components, electronic devices and micromachines, GAs, have attracted much attention, having been applied to various inverse problems and optimum designs [14]. For continuous search space problems, conventional GAs, however, tend to converge slowly, and their accuracy can strongly depend on the bit length of the binary code employed. Therefore, the present authors proposed a new GA modified for the real search space [15], and


Fig. 7. Fundamental structure of Gas.
this formulation was used as an optimization engine.
The fundamental structure of the GA is shown in Fig. 7. First, a population of individuals, each represented by a vector, is generated initially (generation $\mathrm{t}=0$ ) at random, i.e.,

$$
\begin{equation*}
\mathrm{P}(\mathrm{k})=\left|\mathrm{u}_{1}(\mathrm{k}), \ldots \ldots \ldots . . \mathrm{u}_{\lambda} \in(\mathrm{k})\right| \in \mathbf{I}^{\lambda} \tag{5}
\end{equation*}
$$

where $\lambda \in \mathbf{N}$ and $\mathbf{I}$ represent the population size of the parental individuals and the space of an individual respectively. The population then evolves towards better regions of the search space by means of randomized processes of recombination, mutation and selection though either the recombination or the mutation operator is not implemented in some algorithms. In the recombination operator $\mathbf{r}: \mathbf{I}^{\lambda} \rightarrow \mathbf{I}^{\gamma}, \lambda$ parental individuals breed $\gamma(\in \mathbf{N})$ offspring individuals by combining parts of the information from the parental individuals. The mutation $\mathbf{m}: \mathbf{I}^{\boldsymbol{\gamma}} \rightarrow \mathbf{I}^{\lambda}$, then, forms new individuals by making large alterations to the offspring individuals regardless of their inherent information. In the evaluation of the fitness of all of the individuals, the selection operator $\mathbf{s}: \mathbf{I}^{\gamma} \cup \mathbf{I}^{\gamma^{+\lambda}} \rightarrow \mathbf{I}^{\lambda}$ favorably selects individuals of higher fitness to produce more often than those of lower fitness. These reproductive operations from one generation in the evolutionary process, which corresponds to one iteration in the algorithm, and the iteration is repeated until a given terminal criterion is satisfied.
Selection in canonical genetic algorithms emphasizes a probabilistic survival rule mixed with a fitness dependent chance to have different partners for producing more or less spring. By deriving an analogy to the game-theoretic multiarmed bandit problem, Holland identifies a necessity to use proportional selection in order to optimize the trade-off between further exploiting promising regions of the search space while at the same time also exploring other regions [16]. For proportional selection $\mathbf{S}: \mathbf{I}^{\boldsymbol{\lambda}} \rightarrow \mathbf{I}^{\boldsymbol{\lambda}}$, the reproduction probabilities of individuals $u_{i}$ are given by their relative fitness, i.e. i $\in\{1, \ldots, \lambda\}$ :

$$
\begin{equation*}
P_{s}\left(u_{i}^{k}\right)=\frac{\Phi\left(u_{i}^{k}\right)}{\sum_{j=1}^{\lambda} \Phi\left(u_{i}^{k}\right)} . \tag{6}
\end{equation*}
$$

Sampling $\lambda$ individuals according to this probability distribution yields the next generation of parents.

Table 1. Internal parameters for both algorithms.

|  | Canonical GA | Modified GA |
| :---: | :---: | :---: |
| Population size | 50 | 50 |
| Bit length per variable | 30 | - |
| Crossover rate | 0.95 | - |
| Mutation rate | 0.001 | - |
| Standard deviation | - | 0.5 (constant) |
| Generation gap | 5 | 5 |



Fig. 8. Average of objective function values vs. generations.

The mathematical characteristic of the test function is unimodal. The test function is as follows:

$$
\begin{align*}
& f_{1}(x)=\sum_{i=1}^{n} x_{i}^{2}, \quad x \in R^{n} ; \quad n=30, \\
& \left.-5.12 \leq x_{i} \leq 5.12, x^{*}=[0, \ldots, 0)\right]^{T},  \tag{7}\\
& f_{1}\left(x^{*}\right)=0 .
\end{align*}
$$

The function is the simplest quadratic function, which is characterized also by unimodality, continuity and convexity. It is often used as the test case of nonlinear functions, since many objective functions formulated in reality take this form.

The internal parameters selected for both the algorithms are listed in Table 1. The crossover and mutation rates in the canonical genetic algorithm, 0.6 and 0.001 , are typically used in many studies. The standard deviation of the proposed algorithm was set to be constant, for simplicity. All of the other internal parameters were set identically for the two algorithms. For generality, ten runs were performed for each test, and the average performance of each algorithm was recorded.

The results of the search performances of the two algorithms to 2,500 generations are shown in Fig. 8. The real line indicates the outcome from the proposed method, whereas the broken line represents the outcome by the canonical genetic algorithm. The results clearly reflect the superiority of the proposed algorithm in unimodal function optimization.


Fig. 9. Concept of micro accelerometer.

## 3. Design of micro accelerometer

### 3.1 Operation principles

The present system was applied to a novel, tunneling cur-rent-based micro accelerometer [17]. The cross-section of the device is shown in Fig. 9. In the fabrication process, bonded silicon on the insulator is used as the starting material. The proof mass is a $3 \mu \mathrm{~m}$ thick Si cantilever (A) suspended $4 \mu \mathrm{~m}$ above the Si substrate (B), and there is a 200 nm -wide gap (C) to about 2 nm until tunneling occurs. Added mass (D) is necessary to obtain the required sensitivity of the accelerometer, and it can be bonded to the plate using the surface-activated bonding technology.
At the beginning of the design, we made a list of possible physical effects that translate an acceleration into any measurable quantity. The list includes the change of an electric resistance caused by deflection, the induction of a voltage by a motion of a coil, the change of a capacitance, the piezoelectric effect, and the tunnel current effect. The resistance, the piezoelectric, and capacitance concepts have been tested by other groups, and induction was not suitable for miniaturization. Thus we decided to proceed with the tunnel current effect concept.
A cantilever with a small gap in the end was proposed for the realization of the micro accelerometer. A tunnel current that goes across the gap is observed to detect the change of the distance of the gap. The gap is created by the technique in which a focused ion beam is shone onto a suspended silicon bridge to make a cut at an angle of 45 degrees.

The cantilever is pulled down by an electrostatic force from the substrate to the position at which the gap comes to a specific distance. When the tip of the cantilever moves due to an acceleration, the amount of a tunnel current across the gap changes. The change is applied to the voltage of the capacitor, so that the gap is maintained at a constant distance. The amount of feedback is read out as an indicator of the acceleration.

The first version of the layout had a uniform cantilever, but it turned out to be too light to cause sufficient deflection. Then the cantilever was then redesigned to have a lumped mass supported by two arms at both sides.

Table 2. Design requirements for micro accelerometer.

| 1 | Dynamic range | $f_{1}>1 \mathrm{kHz}$ |
| :---: | :---: | :---: |
| 2 | Mode I dominance | $f_{1} \ll \mathrm{f}_{2}$ |
| 3 | Directivity | $d_{3} \gg d_{2}, d_{1}$ |
| 4 | Max. deflection | $d_{3}<2 \mathrm{~nm}$ |
| 5 | Economy | Area $400 \mu \mathrm{~m} \times 400 \mu \mathrm{~m}$ |
| 6 | Strength | $\sigma_{\max }<\sigma_{\mathrm{ys}}$ |
| 7 | Max. applied voltage | $\mathrm{V} \leq 15 \mathrm{~V}$ |
| 8 | Controllability <br> (sensitivity) | Compensation voltage per <br> $\mathrm{a}_{3}=1 \mathrm{~g}, \Delta \mathrm{~V} \approx 0.3 \mathrm{~V}$ |

* Notes; $f_{i}$ : eigen frequency of mode i
$d_{\mathrm{i}}: \mathrm{z}$-displacement at tunnel gap for $a_{\mathrm{i}}=1 \mathrm{~g}$
$a_{\mathrm{i}}:$ acceleration in direction of $\mathrm{x}_{\mathrm{i}}$ axis



### 3.2 Design requirements and optimization problem

Table 2 summarizes the detailed design requirements for the present micro accelerometer. They include the dynamic and static behaviors of the device, its strength, cost and sensitivity. The purpose of the present design process was to find any structure configurations that would satisfy all of the design requirements given in Table 2. For each requirement, an empirical normalized satisfaction function was formulated. Fig. 10 shows the eight satisfaction functions of the design requirements. A score greater than 5 means that the requirement is satisfied, whereas a score of 10 means full satisfaction. The following optimization problem was formulated:

$$
\begin{equation*}
f\left(A_{1}, A_{2}, \ldots, A_{\mathrm{n}}\right)=\min \left\{y_{1}, y_{2}, \ldots, y_{8}\right\} \rightarrow \max \tag{8}
\end{equation*}
$$



Fig. 11. Display screen of system.


Fig. 12. Bubble image and mesh.


Fig. 13. Example of geometric model. Fig. 14. Bubble image of geometric model.
where $\mathrm{A}_{\mathrm{i}}$ denotes the $i$-th design parameter specified for the problem, and $y_{j}$ is a value of the satisfaction function. This problem was solved by the GAs modified for the real search space.
In this example, calculation of the fitness function was computationally expensive because it required four automatic 3D FE analyses. Therefore, computations were performed using an automated FE analyzer.

## 4. Results and discussions

Fig. 11 shows the system display screen, and Fig. 12 shows the uniform bubble and mesh. To demonstrate actual performances of the present system, it was applied to a micro wobble actuator and a tunneling current based micro accelerometer.

Fig. 13 shows a geometric model of the 3D accelerometer made using a solid modeler, and Fig. 14 shows the bubble image.
Fig. 15 shows a typical FE mesh, which consists of 9,042 tetrahedral quadratic elements and 19,342 nodes. Fig. 16 shows an example of stress distribution of the deformation analysis. Fig. 17 indicates the design parameters for the present micro accelerometer, and Table 3 lists their ranges. In the micro accelerometer design, knowing the dynamical behavior of the cantilever is important to determination of the dimensions. For example, the deflection of the cantilever must be large enough to be able to detect an acceleration; at the same time, the tunnel current tip must be placed in a position in which the primary or secondary oscillation modes do not interfere with the measurement.
In the GA-based optimization process, each generation consisted of 50 individuals, each one holding a vector of design parameters. Therefore, the evaluation of all individuals in one generation required 200 automatic 3D FE analyses. In order to decrease the calculation time, the distributed computation approach feature was effectively utilized, and calculations

Table 3. Design parameter ranges.

| Parameter | Range |
| :---: | :---: |
| x 1 | $150^{\sim} 400(\mu \mathrm{~m})$ |
| x 2 | $10^{\sim} 100(\mu \mathrm{~m})$ |
| x 3 | $50^{\sim} 350(\mu \mathrm{~m})$ |
| x 4 | $5^{\sim} 50(\mu \mathrm{~m})$ |
| x 5 | $2^{\sim} 20\left(\mathrm{~g} / \mathrm{cm}^{3}\right)$ |
| x 6 | $10^{\sim} 50(\mu \mathrm{~m})$ |



Fig. 15. Typical FE mesh.


Fig. 16. Distribution of stress.

x 5 : mass density of proof mass; x 6 : height of proof mass
Fig. 17. Design parameters.


Fig. 18. Objective function value vs. generation.
were performed concurrently on three personal computers. This way the calculation time was reduced to roughly 70 minutes per generation. Fig. 18 shows the objective function value versus generation for 4 and 6 variables. Additionally, Fig. 19 presents the results of the optimization process for the generation of the design parameters. Satisfactory designs were found after only several hours of calculations, with further calcula-


Fig. 19. Shape evolution of micro accelerometer.


Fig. 20. Design window.
tions leading to slightly better results. Fig. 20 shows the DW in the $\mathrm{x} 1, \mathrm{x} 3$ and x 4 spaces when x 2 is $25 \mu \mathrm{~m}$ and x 6 ranges from 10 to $50 \mu \mathrm{~m}$. The number of searched points in this DW is 18,420 .

## 5. Conclusions

In this paper, a concept of an automated design system for multidisciplinary structural design is proposed, which, in the present study, was trialed for specific applicability using genetic algorithms. The automatic design system was built and integrated with a GA-based optimizer modified for a real search space.
An automatic mesh generation system for three-dimensional structures consisting of free-form surfaces has been presented. Several local bubble patterns were selected and automatically superposed based on the fuzzy knowledge processing technique. In addition, several computational geometry techniques were successfully applied to element generation. The developed system was utilized to generate meshes of three-dimensional complex geometry. The key features of the present algorithm are easy control of complex threedimensional bubble density distribution with fewer input data, by means of the fuzzy knowledge processing technique, and fast node and element generation based on computational geometry techniques. The effectiveness of the present system was demonstrated through several mesh generations for threedimensional complex geometry.
The static and dynamic deformation, vibration and electro-
static behaviors of the micro accelerometer were effectively evaluated in an easy and consistent manner using the developed system. Here, interactive operations can be performed by the user in a reasonably short time, even when solving complicated problems of 3D structures such as that of the micro accelerometer. This CAE system was successfully applied to the automated shape design of a micro accelerometer based on a tunneling current concept.
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